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Problem Statement

Security is a critical element of any high-performance network deployed today.  Appropriate levels of security insuring both data integrity and continuing network performance are required.
Introduction
TransPAC2 will provide high-performance advanced network interconnections between the US and Asian research and education networks at speeds up to 10Gbps.  Initially the TransPAC2 connection will be a tradition IP-based service.  Future network enhancements could include circuit based lambda technologies.  In addition to providing the global network infrastructure for scientific and research collaborations, the networks will support large ancillary populations such as students in university residence halls and K-12 sites.

While providing high-performance resources for R&E experiments, these connections also have the potential to provide a high-performance access threat to US and global infrastructure.  Given the high-speed nature of R&E networks, and their common provision of 100 and 1000 Mbps connections to the desktop, the R&E end-user community is a prime target for network intrusions designed to gather “zombie” machines to participate in high-volume Distributed Denial of Service (DDoS) attacks. Increasingly, computer crackers in the US and abroad are focusing their efforts on international connections because of lack of an effective international coordination and enforcement mechanism.

The two security areas that we will address throughout the duration of this project are protecting the network infrastructure itself and analyzing the data that transits our network.  Protecting the network infrastructure is accomplished by packet filters applied to the control plane of the TransPAC2 router, keeping up to date on the vulnerabilities that effect network components, and monitoring device event logs.  Daily analysis of data that transits the TransPAC2 network is accomplished by providing NetFlow data to the Research and Education Networking - Information Sharing and Analysis Center (REN-ISAC). 
The REN-ISAC is supported by Indiana University and works in concert with EDUCAUSE and Internet2.  REN-ISAC is an integral part of the US higher education strategy to improve network security through information collection, analysis, dissemination, early warning, and response specifically designed to support the unique environment and needs of organizations connected to served higher education and research networks. In addition, the REN-ISAC supports efforts to protect the US national cyber infrastructure by participating in the formal US ISAC structure.

The REN-ISAC collects information through: network instrumentation such as Abilene NetFlow and router port traffic statistics, a REN-ISAC operated darknet that monitors for sources of worm and other threat scanning, the Global Research Network Operation Center (GRNOC) operational monitoring systems, daily cybersecurity status calls with other ISACs and US-CERT, vetted/closed security collaborations, backbone and member security and network engineers
, vendors, security mailing lists, and members. Analysis of information from these flows yields information that’s provided to the REN-ISAC member community through daily “weather reports”, alerts, and private reports to individual institutions regarding threats observed sourced from their domain. In addition the REN-ISAC responds to requests for assistance by institutions for aid in tracking and identifying specific threat activity. The REN-ISAC operates a 24x7 Watch Desk, collocated with the Global NOC.

Working with REN-ISAC, EDUCAUSE, and Internet2 will provide the needed security services for researcher using the TransPAC2 network and the global community at large.
TransPAC2 current status as of June 1, 2005
The following items describe actions taken to ensure the security of the network infrastructure itself.

· The TransPAC2 router is protected against intrusions by packet filters applied to the control plane.  

· The operating systems of all network components are up to date.

· Know vulnerabilities are fixed where appropriate. 

· Using the RANCID system, the Global NOC monitors the TransPAC2 router’s event logs.  The RANCID system automatically emails appropriate engineers.  See the following for more details:  http://www.shrubbery.net/rancid/
The following items describe activities related to the analysis of data that transits the TransPAC2 network.

· NetFlow is configured for export to the REN-ISAC data collectors.  We expect this data export and active monitoring to begin in July 2005. 
· TransPAC2 engineers are involved in the daily aspects of the REN-ISAC by reviewing daily REN-ISAC reports and participating in the daily ISAC phone conference. 
· REN-ISAC provides a daily view of national cybersecurity threats and potential dangers.  Analysis of data from the TransPAC2 router is aggregated with other REN data to provide this view. 

TransPAC2 engineers will provide guidance and expertise to extend the above of security fabric to the APAN community.
 During the 19th APAN meeting in Bangkok, Thailand a group of measurement/monitoring specialists from APAN met to discuss operational issues, future plans, and efforts under way to provide researchers and engineers with meaningful data to improve application performance, help debug network problems, and provide data for security.  The informal group that met during the 19th APAN meeting will be referred to as the APAN Measurement Specialist Group (AMSG) throughout the rest of this document.  An AMSG mailing list was created.  Through this list and other APAN meeting events, TransPAC2 will disseminate information and moderate security discussions on the list.
To subscribe to the AMSG list please contact John Hicks (jhicks@iupui.edu).
2005-2006 Work Plan
The following is a list of things that will be implemented during this time period.  The list will be augmented as procedures and techniques change.
· The TransPAC2 network components will be fully incorporated into the Global Research NOC (GRNOC) monitoring infrastructure.

·  Packet filters applied to the router control plane are updated when appropriate.

·  TransPAC2 network component operating systems are constantly upgraded to fix bugs and combat known vulnerabilities. 

· Firewall filter graphing will be used in association with SNMP counters to monitor traffic levels for various protocols and ports.  See the following link for an example of this implementation:  http://vixen.grnoc.iu.edu/jfirewall-viz/.  

· TransPAC2 Netflow data will be fully integrated into the REN-ISAC analysis infrastructure.

· TransPAC2 engineers will continue to work with the REN-ISAC to develop custom data mining portals for anomalous events and trend analysis.

· Discard routing features will be implemented for the BGP community and routing policy.

2006-2007 Work Plan
As the network evolves to a more hybrid approach of packet- and circuit-based services, security becomes more challenging. TransPAC2 engineers will collaborate with the major national and international circuit-based network projects (DRAGON, CHEETAH, GEANT2, etc.) to develop the appropriate level of security and monitoring tools. Since it is anticipated that TransPAC2 will always have a production packet-based service, the work performed in the first two years will continue on and evolve in step with other packet-based R&E networks. 
�What does this mean: …backbone and member security and network engineers? 


�This could require some fleshing out. I’ve put some example text. 





